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Objectives

ÁDefineinformation system security

ÁIllustratesomeresearchcontribution

ÁDefinedata anonymization 

ÁIllustratesomeresearchcontribution

Information 
system security

Data security

Data
Anony-

mization
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Information System 
Security



Figures [Source: CSO]
1. Cyber crime damage costs to hit $6 trillion annually 
by 2021 (up from$3 trillion in 2015)

2. Cybersecurity spending to exceed $1 trillion from 
2017 to 2021

3. Cyber crime will more than triple the number of 

unfilled cybersecurity jobs, which is predicted to 
reach 3.5 million by 2021

4. Human attack surface to reach 6 billion people by 
2022 (75% of the projected world population of 8 billion)

5. Global ransomware damage costs are predicted to 
exceed $5 billion in 2017.
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Figures from othersources
ÅCybercrime now accounts for more than 50% of all crimes in the UK. (Source: National Crime 
Agency)

ÅHackers are attacking computers and networks at a ñnear-constant rateò, with an average 
of one attack every 39 seconds. (Source: University of Maryland)

ÅMost network intrusions (63%) are the result of compromised user passwords and 
usernames. (Source: Microsoft)

ÅCisco found that globally, 8% of malicious email attachments were docm files
(Source: Cisco)

Å18 million new malware samples were captured in Q3 2016. (Source: Panda Security)

ÅBy 2020, 25 % of cyber attacks against enterprises will involve IoT devices. 
(Source: Gartner)

ÅAt 91.6% ñTheft of Dataò continues to be the chief cause of data breachesin 2016 
counting total by identities stolen. ñPhishing, Spoofing, and Social Engineeringò were a distant 
second at 6.4% (Source: Symantec)

ÅThe number of ransomware families increased from 30 in 2015 to 98 in 2016, revealing the 
distinct focus by cyber criminals on using ransomware to extort money from businesses 
and individuals. (Source: Symantec)

Å
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Information System Security: A Definition
Ç Protectinginformation andinformation systems [NIST definition]

from unauthorized access, use, disclosure, disruption, modification, or 
destruction 

in order to provide:
Ç integrity

Çconfidentiality

Çavailability
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Information System Security: A Definition
Ç integrity: guarding against improper information modification or 
destruction
Ç includes ensuring information non-repudiation and authenticity

Çconfidentiality: preserving authorized restrictions on access and 
disclosure
Ç includes means for protecting personal privacy and proprietary 
information

Çavailability: ensuring timely and reliable access to and use of 
information [NIST definition]
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Protect assets and reputation
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Challenges of information system security
ÇMany evolving concepts

ÇYou must consider potential (unexpected) attacks

Ç It is not perceived on benefit until fails

ÇRequires constant monitoring

ÇContradiction between protection and availability

9



Threesecurityobjectives

Keep data secure
Destruction

Accidental damage

Theft

Espionage

Keep data private

Salaries

Medical information

Social security numbers

Bank balances

Availability

Confiden
tiality

The 
CIA 
triad

Integrity
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Threesecurityobjectives (and more?)
Authenticity: the property of being genuine 
and being able to be verified and trusted; 
confident in the validity of a transmission, 
or a message, or its originator

Accountability: generates the requirement 
for actions of an entity to be traced 
uniquely to that individual to support 
nonrepudiation, deference, fault isolation, 
etc

Availability

Confiden
tiality

The 
CIA 
triad

Integrity
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A Security 
Model
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Another security model
Threat AgentEntity that may act on a 
vulnerability

ThreatPotential danger to information 
life cycle

VulnerabilityWeakness that may 
provide an opportunity for a threat 
agent

Risk Likelihood of a threat agent 
exploits the discovered vulnerability

ExposureInstance of being 
compromised by a threat agent.

Countermeasure / safeguard
Administrative, operational, or logical 
mitigation against potential risk(s)

Threat Agent

Threat

Vulnerability

Risk

Asset

Exposure

Counter 

measure

Give rise to
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Leads to

Can damage

And causes an

Can be countered by a
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Reference:Information Assurance Technical Framework (IATF), Release 2.3



Computer 
security

Network 
security

Information 
security

Cyber 
security

ProtectHardware 
and Software in 

Computers

ProtectHardware 
and Software in 

Networks

Protect
Informational
Asset: digitally
stored, printed, 

written on 
papers, in human

memory 
information

Protectagainst
Cyber Threats

(malicious
attempts to 
damage or 

disrupt
computers)

Manytermsςno strongconsensus
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Physical securityvs. Logicalsecurity
ÇPhysical Security
Çpreventative measures used to halt intruders from physically accessing the location. 

ÇLogical Security 
Çsafeguards in place to protect access to the data and information storage system itself.
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Risks
ÇGeneral definition
ÇRelationship between the likelihoodof a loss and the 
potential impactto the business (/ mission)

ÇFor information security
ÇThe likelihoodof a threat agent (a threat) exploiting 
ǾǳƭƴŜǊŀōƛƭƛǘƛŜǎ ƛƴ ŀ άǎȅǎǘŜƳέ όǿƘŜǊŜ άǎȅǎǘŜƳέ Ґ ǇŜƻǇƭŜ 
+ process + technology; and
ÇThe potential impactof a successful attack to an 
ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ ƛƴŦƻǊƳŀǘƛƻƴ ƻǇŜǊŀǘƛƻƴǎ
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Risk Control ςRisk Management Actions
Risk Acceptance

Establish risk acceptance criteria to determine what is acceptable

Risk Mitigation
Establish plan of action for implementing safeguards and countermeasures

Risk Transfer
Transfer the potential liability to another entity (e.g., insurance company)

Total Risk= ң όThreats x Vulnerability x Asset value)

Residual Risk= (Total Risk) ς(Countermeasures and Safeguards)

- 17 -



Example of threat: Forces of Nature 
Ç Include fire, flood, earthquake, and lightning as well as volcanic 
eruption and insect infestation  

ÇAre unexpected and can occur with very little warning

ÇCan disrupt not only the lives of individuals, but also the storage, 
transmission, and use of information

Ç It is not possible to avoid many of these threats

ÇManagement must implement controls to limit damage and also 
prepare contingency plans for continued operations
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Example of threat: Technical Hardware or 
Software Failures 

ÅEquipment containing flaws can cause the system to perform outside of 
expected parameters, resulting in unreliable service or lack of availability

ÅSoftware with unrevealed faults

ÅObsolescence: When the infrastructure becomes antiquated or outdated, it 
leads to unreliable and untrustworthy systems
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Attacks
ÅAn attack is the deliberate act that exploits vulnerability

ÅIt is accomplished by a threat-agent to damage or steal an 
ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ ƛƴŦƻǊƳŀǘƛƻƴ ƻǊ ǇƘȅǎƛŎŀƭ ŀǎǎŜǘ

An exploit is a technique to compromise a system

A vulnerability is an identified weakness of a controlled system whose controls 
are not present or are no longer effective

An attack is then the use of an exploit to achieve the compromise of a 
controlled system
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Deliberate Acts of Theft
Ç Illegal ǘŀƪƛƴƎ ƻŦ ŀƴƻǘƘŜǊΩǎ ǇǊƻǇŜǊǘȅ - physical, electronic, or 
intellectual

ÇThe value of information suffers when it is copied and taken away 
ǿƛǘƘƻǳǘ ǘƘŜ ƻǿƴŜǊΩǎ ƪƴƻǿƭŜŘƎŜ

ÇPhysical theft can be controlled - a wide variety of measures used 
from locked doors to guards or alarm systems

ÇElectronic theft is a more complex problem to manage and control -
organizations may not even know it has occurred



Social 
engineering
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Counter-measure 
Identification and Authentication

ÅProvide access to authorized individuals only

ÅUses one of more of the following systems
ÅWhat you have (key, badge, token, etc.)

ÅWhat you know (password, identification number, etc.)

ÅWhat you are (biometrics, voice pattern, fingerprint, etc.)

ÅStrong authentication: two-factor authentication
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Other counter-measures: examples
Secured waste

Shredders

Locked trash barrels

Applicant screening
Verify the facts on a resume

Background checks

Built-in software protection
Record unauthorized access attempts

User profile
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Standards ςISO/IEC 27001:2005
ÅISO/IEC 27001 is an Information Security 
Management System Standard

ÅCommercially, the systems are certified 
based on meeting ISO/IEC 27001

ÅISO/IEC нтллнΥнллр ƛǎ ŀ ά/ƻŘŜ ƻŦ ǇǊŀŎǘƛŎŜέ 
for information security management
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HIPAA Privacy and Confidentiality 
Standards

ÅLimit the non-consensual use and release of personal health information

ÅGive patients new rights to access their medical records and to know who else 
has accessed them

ÅRestrict most disclosure of health information to the minimum needed for the 
intended purpose

ÅEstablish new criminal and civil sanctions for improper use or disclosure

ÅEstablish new requirements for access to records by researchers and others
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Exampleof contribution: An ontologyfor securityrequirementselicitation

27



Data Security



Sensitive vs. Critical Information
ÇSensitive: requires protection, include:
ÇPrivate information about individuals (e.g., 

employees, contractors, vendors, business 
partners, and customers) including marital 
status, age, birth date, race, and buying habits.

ÇConfidential business information including 
trade secrets, proprietary information, financial 
information, contractor bid or proposal 
information, and source selection information.

ÇData susceptible to fraud including accounts 
payable, accounts receivable, payroll, and travel 
reimbursement.

ÇCritical: its unavailability would have a 
catastrophic adverse impact on the following:
ÇCustomer or employee life, safety, or health.

ÇPayment to suppliers or employees.

ÇRevenue collection.

ÇMovement of mail.

ÇCommunications.

ÇLegal or regulatory.
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Information Classification
Identifiesand characterizesthe critical information assets (i.e. sensitivity)

Explains the level of safeguard(protection level) or how the information 
assets should be handled(sensitivity and confidentiality)

Military and Civil Gov.

Unclassified

Sensitive But Unclassified (SBU)

Confidential

Secret

Top Secret

Commercial
ω Public

ω Private / Sensitive

ω Confidential / Proprietary

In health and care settings, you might 
see:

Confidential information.
Sensitive information.
Personal information.
Pseudonymisedinformation
Anonymised information.



Data Security Overview

There are four key issues in data security, just as with all security 
systems

Availability

Authenticity

Integrity

Confidentiality
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Availability
ÇData needs to be available at all necessary times

ÇBut: data needs to be available to only the appropriate users

ÇAnd: Need to be able to track who has access to and who has accessed 
what data
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Authenticity
ÇNeed to ensure that the data has been edited by an authorized 
source

ÇNeed to confirm that users accessing the system are who they 
say they are

ÇNeed to verify that all report requests are from authorized users

ÇNeed to verify that any outbound data is going to the expected 
receiver
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Integrity

ÇNeed to verify that any data has the correct formatting 

ÇNeed to verify that all input data is accurate and verifiable

ÇNeed to ensure that data is following the correct work flow rules in the 
organization

ÇNeed to be able to report on all data changes and who authored them to 
ensure compliance with corporate rules and privacy laws.
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Confidentiality

ÇNeed to ensure that confidential data is only available to correct 
people

ÇNeed to ensure that entire database is secured from external and 
internal system breaches

ÇNeed to provide for reporting on who has accessed what data and 
what they have done with it

ÇOne objective of confidentiality is privacy
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What is Privacy?
ÇThe concept of privacy varies widely among (and sometimes within) countries, 
cultures, and jurisdictions. 

Ç It is shaped by public expectations and legal interpretations

Ças such, a concise definition is elusive if not impossible. 

ÇPrivacy rights or obligations are related to the collection, use, disclosure, storage, and 
destruction of personal data 

ÇPrivacy is about the accountability of organizations to data subjects, as well as the 
ǘǊŀƴǎǇŀǊŜƴŎȅ ǘƻ ŀƴ ƻǊƎŀƴƛȊŀǘƛƻƴΩǎ practice around personal information.

From [6] Cloud Security and Privacy by Mather and Kumaraswamy
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Privacy: How Did They Get My Data?

Loans

Charge accounts

Orders via mail

Magazine subscriptions

Tax forms

Applications for schools, jobs, 
clubs

Insurance claim

Hospital stay

Sending checks

Fund-raisers

Advertisers

Warranties

Court petition

Everything about 

you is in at least 

one computer file
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Privacy: Monitoring software
Screens

E-mail

Keystrokes per minute

Length of breaks

What computer files are used and for how long
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Privacy: Monitoring by Web Sites
ÅLocation

ÅSite you just left

ÅEverything you do while on the site

ÅHardware and software you use

ÅClick stream
ÅSeries of clicks that link from site to site

ÅHistory of what the user chooses to 
view

ÅCookies:

Åstore information about you

Ålocated on your hard drive

ÅViewing preferences

ÅOnline shopping

ÅSecure sites retain password in cookie

ÅSoftware available to manage cookies
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Data Anonymization



Anonymizingdata
ÇRemovingor modifyingthe identifyingattributes
Ç Identifyingattributes : describecharacteristicsof a person
ÇDirect identifiers: names, addresses, identity cardnumbers, etc.

Ç Indirect identifiers: whosecombinationcouldlead to the re-identification of individuals

ÇAnonymizingdata consistsin:
ÇDeterminingindirect identifiers(dependingon the context)

ÇModifyingthe value or the levelof precisionof theseattributesor deleting
the value or the row to reducethe riskof re-identification to an acceptable 
level
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Anonymizingdata
ÇFinda compromise betweenthree objectives:
ÇSecurity (confidentiality)

ÇQuality(utility of data)

ÇPerformance (complexityof anonymization algorithms)
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De-identifyingdata isnot sufficient
ÅHiding identities is not enough

ÅIt may be possible to reconstruct the identities from the released 
data, even when identities have been removed

ÅA famous example of re-identification by L. Sweeney
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Re-identifying άanonymousέdata (Sweeney 2001)

She purchased the voter registration list 
for Cambridge Massachusetts

54,805 people

69% unique on postal code and birth 
date 

{ZIP, birthdate}=quasi-identifier

87% US-wide with all three (ZIP + birth 
date + Sex)

{ZIP, birthdate, sex}=quasi-identifier
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Sweeneys experiment
ÅConsider the governor of Massachusetts: 
Åonly 6 persons had his birth date in the joined table (voter list), 

Åonly 3 of those were men, 

ÅŀƴŘ ƻƴƭȅ Χ м ƘŀŘ Ƙƛǎ ƻǿƴ ½Lt ŎƻŘŜΗ

ÅThe medical records of the governor were uniquely identified from 
legally accessible sources!
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Mobility data example: spatio-temporal linkage 

[Jajodiaet al. 2005] 

An anonymous trajectory occurring every working day from location A in the 
suburbs to location B downtown during the morning rush hours and in the 
reverse direction from B to A in the evening rush hours can be linked to 

the persons who live in A and work in B

If locations A and B are known at a sufficiently fine granularity, it may be 
possible to identify specific persons and unveil their daily routes

Just join phone directories

In mobility data, positioning in space and time is a powerful quasi identifier
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An example of rule-based linkage  [Atzori et al. 2005]

Age = 27 andZIP = 45254 andDiagnosis = HIV Ý Native Country = USA
[sup = 758, conf= 99.8%]

Apparently a safe rule:
99.8% of 27-year-old people from a given geographic area that have been diagnosed an HIV infection, are born 
in the US. 

But we can derive that only the 0.2% of the rule population of 758 persons are 27-year-old, live in the 
given area, have contracted HIV and are not born in the US.

1 person only! (without looking at the source data)

The triple Age, ZIP code and Native Country is a quasi-identifier, and it is possible that in the demographic 
list there is only one 27-year-old person in the given area who is not born in the US (as in the governor 
example!)
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Conclusion: protectingprivacy when disclosing information 
is not trivial

ÅAnonymization and aggregation do not necessarily 
put ourselves on the safe side from attacks to privacy

ÅThe problem is to find an optimal trade-off between 
two conflicting goals: 
Åobtain precise, fine-grainedknowledge, useful for 
the trusted users
Åobtain imprecise, coarse-grainedknowledge, 
useless for the attackers
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Privacy-preserving data publishing and mining

ÅAim: guarantee anonymity by means of controlled transformation of 
data and/or patterns
Ålittle distortion that avoids the undesired side-effect on privacy 
while preserving the possibility of discovering useful knowledge

ÅAn exciting and productive research direction
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Privacy-preserving data publishing:
K-Anonymity
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Private Information in Publicly Available Data

Date of Birth Zip Code Allergy History of Illness

03-24-79 07030 Penicillin Pharyngitis

08-02-57 07028 No Allergy Stroke

11-12-39 07030 No Allergy Polio

08-02-57 07029 Sulfur Diphtheria

08-01-40 07030 No Allergy Colitis

Medical 

Research

Database

Sensitive 

InformationQuasi-identifier
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Linkage attack: Link Private Information to Person

Date of Birth Zip Code Allergy History of Illness

03-24-79 07030 Penicillin Pharyngitis

08-02-57 07028 No Allergy Stroke

11-12-39 07030 No Allergy Polio

08-02-57 07029 Sulfur Diphtheria

08-01-40 07030 No Allergy Colitis

Bill is the only person born 08-02-57 in 

the area of 07028é He has a history 

of stroke!
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k-Anonymity [SS98]: 
Eliminate Link to Person through Quasi-identifiers

Date of Birth Zip Code Allergy History of Illness

* 07030 Penicillin Pharyngitis

08-02-57 0702* No Allergy Stroke

* 07030 No Allergy Polio

08-02-57 0702* Sulfur Diphtheria

* 07030 No Allergy Colitis

k(=2 in this example)-anonymous table
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Property of k-anonymous table
ÅEach value of quasi-ƛŘŜƴǘƛŦƛŜǊ ŀǘǘǊƛōǳǘŜǎ ŀǇǇŜŀǊǎ җ ƪ ǘƛƳŜǎ ƛƴ ǘƘŜ 
table (or it does not appear at all)

Ý Each row of the table is hidden in җ k rows

Ý9ŀŎƘ ǇŜǊǎƻƴ ƛƴǾƻƭǾŜŘ ƛǎ ƘƛŘŘŜƴ ƛƴ җ k peers
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k-Anonymity Protects Privacy
Date of Birth Zip Code Allergy History of Illness

* 07030 Penicillin Pharyngitis

08-02-57 0702* No Allergy Stroke

* 07030 No Allergy Polio

08-02-57 0702* Sulfur Diphtheria

* 07030 No Allergy Colitis

Which of them is Billôs record? 

Confusingé
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k-anonymity ςProblem Definition
o Input: Database consisting of n rows, each withm attributes drawn from a finite 

set of values

o Assumption: the data owner knows/indicates which of the m attributes are 

Quasi-Identifiers (QI)

o Goal: transform the database in such a way that is k-anonymous w.r.t. a given k, 

and the QIs

o How: By means of generalization and suppression

o Objective: Minimize the distortion
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k-Anonymity
ÅEach record must be indistinguishable with at least k-1 other 
records with respect to the quasi-identifier

ÅLinking attack cannot be performed with confidence > 1/k

ÅFormal definition [Samarati2001]
ÅLet T(A1Σ ΧΣ !n) be a table and QIbe a quasi-identifier associated 
with it. 
ÅT is said to satisfy k-anonymity wrt QI iff each sequence of values 
in T[QI]appears at least with k occurrences in T[QI]*
(* T[QI] is the projection of Ton quasi-identifier attributes)
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Achieving k-Anonymity
ÅGeneralization
ÅReplace specific quasi-identifiers with less specific values until get k identical 

values

ÅPartition ordered-value domains into intervals

ÅSuppression
ÅRemove some records

ÅWhen generalization causes too much information loss

Å¢Ƙƛǎ ƛǎ ŎƻƳƳƻƴ ǿƛǘƘ άƻǳǘƭƛŜǊǎέ

ÅLots of algorithms 
ÅAim ǘƻ ǇǊƻŘǳŎŜ άǳǎŜŦǳƭέ anonymizations, usually without any clear notion of utility
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Generalization Hierarchy
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k-Anonymity Is Not Enough
Åk-anonymity protects against identity disclosure, but not attribute disclosure!

ÅLack of diversity in sensitive attributes of an equivalency class can reveal sensitive attributes
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l-Diversity
A table is said to have l-diversity if every equivalence class of the table has l-diversity

i.e., there are at least lάǿŜƭƭ-representedέ ǾŀƭǳŜǎ ŦƻǊ ǘƘŜ ǎŜƴǎƛǘƛǾŜ attribute

Distinct l-diversity
Each equivalence class has at least l well-represented sensitive values
Does not prevent probabilistic inference attacks
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Disease

...

HIV

HIV

HIV

pneumonia

...

...

bronchitis

...

10 records
8 records have HIV

2 records have other values



l-Diversity: Skewness Attack
Example

One sensitive attribute with two values: HIV+(1%)/HIV-(99%)

Suppose one class has equal number of HIV+ and HIV-

Satisfies any 2-diversity requirement

Anyone in the class has 50% probability of being HIV+ (compare it to 1% chance in overall 
population)

Issue: When the overall distribution is skewed, satisfying l-diversity does not 
prevent attribute disclosure
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l-Diversity: Similarity Attack
Bob (ZIP=47621, Age=26)

Leakage of sensitive info
Low salary [3K,5K]

Stomach-related disease

Issue: l-Diversity does not take into account the semantic closeness of sensitive values
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Abstraction 
process

Abstractinggeneralizationalgorithm

DATAFLY

64


