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Figures |Source: CSO]

1. Cyber crime damage costs to hit $6 trillion annually
by 2021 (up from$3 trillionin 2015)

2. Cybersecurity spending to exceed $1 trillion from
2017 to 2021

3. Cyber crime will more than triple the number of
unfilled cybersecurity jobs, which is predicted to
reach 3.5 million by 2021

4. Human attack surface to reach 6 billion people by
2022 (75%0f the projected world population of Billion)

5. Global ransomware damage costs are predicted to
exceed $5 billion in 2017.




Figuredrom other sources

A'A(\:yberc)rime now accounts for more than 50% of all crimes in the UK. (Source: National Crime
gency

AHackers are attacking computers and networksatafi n e-ao n st a n twithran dverage
of one attack every 39 seconds. (Source: University of Maryland)

AMost network intrusions (63%? are the result of compromised user passwords and
usernames. (Source: Microsoft)

ACisco found that globally, 8% of malicious email attachments were docm files
(Source: Cisco)

A18 million new malware samples were captured in Q3 2016. (Source: Panda Security)

ABY 2020, 25 % of cyber attacks against enterprises will involve 10T devices.
(Source: Gartner)

AAt91.6% i Theft of Datao continues to bein20hée c
countin t ot al by i dentities stolen,. APhi s
second at 6.4%%Source: Symantec)

AThe number of ransomware families increased from 30 in 2015 to 98 in 2016, revealing the
distinct focus by cyber criminals on using ransomware to extort money from businesses
and individuals. {Source: Symantec)




InformationSystemSecurity: ADefinition

¢ Protectinginformationandinformation systemgNIST definitioh
from unauthorized access, use, disclosure, disruption, modification, or

destruction

In order to provide:
C integrity A\
C confidentiality 0
C availability




InformationSystemSecurity: ADefinition

C Integrity: guardingagainst improper information modification or
destruction

C Includesensuring information nofiepudiation ancauthenticity

C confidentiality: preservingauthorized restrictions on access and
disclosure

C Includesmeans for protecting personal privacy and proprietary
iInformation

C avallability: ensuringtimely and reliable access to and use of
Information [NIST definition]



Protect assets and reputati

Functions Most Likely to Be Affected by a Public Breach

* @°
: 2 Brand Customer Intellectual
Operations Finances Reputation Retention Property
36% 30% 26% 26% 24 %
) G
v
v
v
Business Partner Supplier Legal Regulatory Have Not Had Any Security
Relationships Relationships Engagements Scrutiny Breaches in the Past Year
22% 20% 20% 19% 10%

atfran)n.
CiISCO

—

For more info vist: www.cisco.com/go/acr2017



Challenges of information system security

C Many evolving concepts

C You must consider potential (unexpected) attacks
C Itis not perceived on benefit until fails

C Requires constant monitoring

C Contradiction between protection and availability

.o m



Threesecurityobjectives

Keep data secure
Destruction
Accidental damage
Theft
Espionage

Keep data private
Salaries
Medical information

Confiden
tiality

Integrity

Social security numbers

Bank balances



Threesecurityobjectives (and more?)

Confiden
tiality

Integrity

Authenticity: the property of being genuine
and being able to be verified and trusted,;
confident in the validity of a transmission,
Oor a message, or its originator

Accountability. generates the requirement
for actions of an entity to be traced
uniquely to that individual to support
nonrepudiation, deference, fault isolation,
etc
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Another security model
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Manyterms¢ no strongconsensus

ProtectHardware C Oonm p U te I N etWO rk ProtectHardware
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Physicasecurityvs.Logicakecurity

C Physical Security
C preventativemeasures used to halt intruders from physically accessing the location.

C Logical Security
C safeguardsn place to protect access to tltata and information storagsystem itself.

.o. ﬁ'.
.
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RiIsks

C General definition

C Relationship between thekelihoodof a loss and the
potentialimpactto the business (/ mission)

C For information security

 Thelikelihoodof a threat agent (a threat) exploiting
@dzf YSNFOoOAfTAGASA AY | GadaidasSyé
+ process + technology; and

C The potentlaimpactof a successful attack to an
2NBF YAT FGA2YyQa AYTF2NXIGAZ2Y 2LISI




Risk Contrat Risk Management Actions

Risk Acceptance
Establish riskcceptancecriteria to determine what is acceptable

Risk Mitigation
Establish plan of action for implementing safeguards and countermeasure

Risk Transfer
Transfer the potential liability to another entity (e.g., iInsurance company)

Total RisleH Thoeats x Vulnerability x Asset value)
Residual Risk (Total Risk) (Countermeasures and Safeguards)



Example of threat: Forces of Nature

C Includefire, flood, earthquake, and lightning as well as volcanic
eruption and insect infestation

C Areunexpected and can occur with very little warning

C Candisrupt not only the lives of individuals, but also the storage,
transmission, and use of information

C Itis not possible to avoid many of thegeeats

C Managemenimust implement controls to limit damage and also
prepare contingency plans for continued operations



Example of threat: Technical Hardware or
SoftwareFailures

AEquipmentcontaining flawsancause the system to perform outside of
expected parameters, resulting in unreliable service or lackvallability

ASoftware withunrevealedfaults

AObsolescence: Whehe infrastructure becomes antiquated or outdated, it
leads to unreliable and untrustworthy systems




Attacks

AAnattack is the deliberate act that exploits vulnerability

Alt is accompllshed by a threaigent to damage or steal an

2NBFYAT FGA2YQa AYF2NXYIGAZY 2N LI
An exploit is a technigue to compromise a system

A vulnerability is an identified weakness of a controlled system whose controls
are not present or are no longer effective

An attack is then the use of an exploit to achieve the compromise of a
controlled system




Deliberate Acts of Theft

Clllegald F 1 Ay 3 27F | y-phydcs Bddronic)J8® LIS NI &
Intellectual

C Thevalue of information suffers when it is copied and taken away
pAUK2Z2dzUu O0OKS Z2gySNXa 1y2eft SR3AS
C Physicatheft can be controlled a wide variety of measures used
from locked doors to guards or alarm systems

C Electroniaheft is a more complex problem to manage and conirol
organizations may not even know it has occurred



SOCIAL ENGINEERING TACTICS

YOUR DATA 15 AT RISK EVERYDAY THROUGH SOCIAL ENGINEERING ATTACKS,

Social
eng ineer| ng l WHY SOCIALY HACKING A HUMAN IS MUCH EASIER

ENGINEERING ® THAMN HACKIMNG A BUSINESS.

laziness

ATTACKERS P

1anarance S m uth

9 haste PREY ON Yy P| y
fear YOURHUMAN  °9° d
WEAKNESS gree

22



Countermeasure
|dentification and Authentication

A Provideaccess to authorized individuals only

A Usesone of more of the following systems
AWhat youhave (key, badge, token, etc.)
AWhat youknow (password, identification number, etc.)
AWhatyou are (biometrics, voice pattern, fingerprint, etc.)

AStrong authentication: twdactor authentication



Other countermeasures:. examples

Secured waste
Shredders
Locked trash barrels

Applicant screening
Verify the facts on a resume

Background checks

Built-in software protection
Record unauthorized access attempts

User profile



Standardg ISO/IEC 27001:2005

AISO/IEQ7001 is an Information Security
comptance ) (| Imormaton Secury Management Systertandard

Policy

e ~

BusmessContintuity IfC)rgal;l_izaliSconoiity AcommerCIa.”ythe SyStemS are Certlfled
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Information Security DS Lo 1Y%
Clont e v ) AISONIEG T NAHYHANP Ada |

Financial . . .
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Physical and
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~—( Communications and —
Operations Management
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HIPAA Privacy and Confidentiality
Standards

ALimitthe nonconsensual use and release of personal health information

AGivepatients new rights to access their medical records and to know who else
has accessed them

ARestrictmost disclosure of health information to the minimum needed for the
Intended purpose

AEstablismew criminal and civil sanctions for improper use or disclosure

AEstablismew requirements for access to records by researchers and others



Exampleof contribution: Anontologyfor securityrequirementselicitation

—— o —— ——— ——

o Treatment T ~-a L Risk N smTTTTT ST s ~-a
reatmen . Mitic is N ization
r, % I itigates \ 7 D'rgﬂﬂlZﬂﬂﬂﬂ A
1 A"
\ (.
I HTTPS | — =, I 1 - ! \
1 ' 1 1 |
1 ! 1 1 i Employee Data |
] 1
1 ! '
I ! : I !
1 I 1 | I Air Conditioning - 1
I I X !
1 !
1 ] ! Generales 1 ! Aerondlﬂorlln[ !
| " 1 Fenerales I I SubClassOf 1
I 1 !
I I
| | 1 L 4 1
1 . 1 Accidental Threat i I
I " 1  enloits i IntangibleAsset 1
| Security Requirement . 1 SubOlassOf ! . i |
o, o " j e
: Satisfy 1 : Matural Thre f ] {J’g/;_ SubClassOfL !
1 ! '
» 1 Threat Hres ~at
: Criterion " Affects | "hreatens HasLocation !
SubClassOf I (. !
| I 1 L Asset 1
I Availability ! Intentional (Attack) 1 ! !
1 " 1 Implies P ! 1
I ! B [ \
I o 3|
I I 1 LedBy 1 ! HasAsset 1
: I : 'L SubClassdf I
|
| 1!
I . I Threat - " i Organization Building ]
! Includes Includes ! Useshiethod ! l
| I I L Affects 1
1 " 1 HasPerson 1
| 1 ] 1
1 ! I ! ] 1
1 | -
: rl : I 1 1 ]
[P [
! Expressedby , 1 : SubClassOf h Customer :
1 |
I | !
| L Attack Method Attack Tool 1 : > InternalPerson ) 1 "
[ ! :
I I 1 ! 1 I I
1 / ] 7 1 Adminitstrator I
\ \
N ! ~ 4 * ~ 7
~ # -~ - -~ -

-

A S U P R - e e e e e o e e e e e o e

T o




Data Security




Sensitive vs. Critical Information

C Sensitiverequires protection, include C Ciritical: its unavailability would have a
C Privateinformation about individuals (e.g., catastrophic adverse impact on the following:
employees, contractors, vendors, business C Customer or employee life, safety, or health.

partners, and customers) including marital
status, age, birth date, race, and buying habits.

C Confidentialbusiness informatiomcluding _
trade secrets, proprietary information, financial & Movement of mail.
information, contractor bid or proposal C Communications.
information, and source selection information. C Legal or regulatory

¢ Datasusceptible to fraud including accounts
payable, accounts receivable, payroll, and travel
reimbursement.

C Payment to suppliers or employees.
C Revenue collection.




Information Classification

ldentiflesand characterizeshe critical information assets (i.e. sensitivity)

Explains theevel of safeqguardprotection leve) or how the information
assets should beandled(sensitivity and confidentialidy

Commercial : Military and Civil Gov. | health and care settings, you might
w Public ,  Unclassified | see: - |
® Private / Sensitive I Sensitive But Unclassified (SB]'U) gonfl_(il_entl_alfmforrtr_]atlon.
w Confidential / Proprietary L : ENsItive Intormation.

i Confidential | Personal information.

' secret | Pseudonymisetiormation

| I Anonymised information.

Top Secret



Data Security Overview

There are four key Issues in data security, just as with all security
systems

Avallability
Authenticity
Integrity
Confidentiality



Avallability

C Data needs to be available at all necessary times
C But: data needs to be available to only the appropriate users

C And: Need to be able to track who has access to and who has acces
what data




Authenticity

C Need to ensure that the data has been edited by an authorized
source

C Need to confirm that users accessing the system are who they
say they are

C Need to verify that all report requests are from authorized users

C Need to verify that any outbound data Is going to the expected
receiver



Integrity

C Need to verify that any data has the correct formatting
C Need to verify that all input data is accurate and verifiable

C Need to ensure that data is following the correct work flow rules in th
organization

C Need to be able to report on all data changes and who authored thel
ensure compliance with corporate rules and privacy laws.



Confidentiality

C Need to ensure that confidential data is only available to correct
people

C Need to ensure that entire database Is secured from external and
Internal system breaches

C Need to provide for reporting on who has accessed what data and
what they have done with it

C One objective of confidentiality is privacy



What Is Privacy?

C Theconcept of privacy varies widely among (and sometimes within) countries,
cultures, and jurisdictions.

C Itis shaped by public expectations ardalinterpretations
C as such, a concise definition is elusive if not impossible.

C Privacyrights or obligations are related to the collection, use, disclosure, storage, and
destruction ofpersonal data

C Privacyls about the accountability of organizations to data subjects, as well as the
UNJ yvaLlll NBYy Oe u@Ractkearo2nNE:rsonal Infhringkiéhy Q a

From [6] Cloud Security and Privacy by Mather and  Kumaraswamy



PrivacyHow Did They Get My Data?

Loans Insurance claim

Charge accounts Hospital stay

Orders via mall Sending checks _

Magazine subscriptions Fundraisers Ever_ythmg about
. you Is In at least

Tax forms Advertisers

Applications for schools, jobs,  Warranties one computer file

clubs Courtpetition



Privacy. Monitoring software

Screens

E-mall

Keystrokes per minute
Length of breaks

What computer files are used and for hdeng




PrivacyMonitoring by Web Sites

ALocation ACookies:
Astoreinformation about you

ASiteyou just left

Alocatedon your hard drive

AEverything you do while on the site AViewingpreferences
Al AOnline shopping

ardwareand software you use ASecure sites retain password in cookie
AClickstream ASoftwareavailable to manage cookies

ASeries of clicks that link from site to site

AHistory of what the user chooses to
view



E—

Data Anonymization




Anonymizinglata

¢ Removingor modifyingthe identifyingattributes
C Identifyingattributes: describecharacteristic®f aperson

C Directidentifiers names addressesidentity cardnumbers etc.
C Indirectidentifiers whosecombinationcouldlead to there-identification ofindividuals

C Anonymizinglata consistan:
C Determiningindirectidentifiers(dependingon the contexi

C Modifyingthe value or thdevelof precisionof theseattributes or deleting
the value or thaow to reducethe riskof re-identification to an acceptable
level



Anonymizinglata

¢ Finda compromisébetweenthree objectives:
C Security ¢confidentiality)
C Quality(utility of data)
C Performance omplexityof anonymizatioralgorithmg




Deidentifyingdatais not sufficient

AHiding identities is not enough

Alt may be possible to reconstruct the identities from the released
data, even when identities have been removed

AA famous example of selentification by L. Sweeney




Reidentifyingctanonymous data (Sweenef001)

She purchased the voter registration list

for Cambridge Massachusetts
54,805 people

. - - "q\q’;
Ethnicity Mame

.l"nkll.ll'k.':'-:'-

Yisit date

[Date

e glsl ered

69% unique on postal code and birth
date

{ZIP, birthdate}=quasdentifier

87% USwide with all three (ZIP + birth
date + Se)( Medical Data Voter List

{ZIP, birthdate, sexyriastidentifier

[hagnosis

Procedure

Party
aftfiliation

Medication

[otal charge Date last



Sweeneys experiment

AConsider the governor of Massachusetts:
Fonly 6 persons had his birth date in the joined table (voter list),

Aonly 3 of those were men,
AAyR 2yfeé X M KIR KAa 26y %Lt O

AThe medical records of the governor were uniquely identified from
legally accessible sources!



Mobility data examplespatictemporallinkage

[Jajodiaet al. 2005]

An anonymous trajectory occurring every working day from location A in the
suburbs to location B downtown during the morning rush hours and in the
reverse direction from B to A in the evening rush hours can be linked to

the persons who live in A and workBn

If locations A and B are known at a sufficiently fine granularibgay be
possibleto identify specific persons and unvell their daily routes
Just join phone directories

In mobility data, positioning in space and time is a powerful quiasitifier



An example of rukeased linkaggAtzori et al. 2005]

Age = 27 andZIP= 45254 andDiagnosis= HIV Y Native Country = USA
[sup = 758¢onf= 99.8%)]

Apparently a safe rule:

99.8% of 2#4/ear-old people from a given geographic area that have been diagnosed an HIV infection, are born
in the US.

But we can derive that only the 0.2% of the rule population of 758 persons ayedtold, live in the
given area, have contracted HIV aar@ not born in the US

1 person only! (without looking at the source data

The triple Age, ZIP code and Native Country is a ggdestifier, and it is possible that in the demographic
list thege ;s only one 2yearold person in the given area who is not born in the US (as in the governor
example!



Conclusion: tectingprivacy when disclosing information
IS not trivial

AAnonymizatiorand aggregation do not necessarily
put ourselves on the safe side from attacks to privacy

ATheproblem is to find an optimal tradeff between
two conflicting goals:

Aobtain precise, finegrainedknowledge, useful for
the trusted users

Aobtainimprecise, coarsgrainedknowledge,
useless for thattackers



Privacypreserving data publishing and mining

AAIm: guarantee anonymity by means of controlled transformation of
data and/or patterns

Alittle distortion that avoids the undesired sidffect on privacy
while preserving the possibility of discovering useful knowledge

AAN exciting and productive research direction




Privacypreserving datgublishing:
K-Anonymity




Private Information in Publicly Available Data
Date of Birth | Zip Code History of Iliness
_ 03-24-79 07030 Pharyngitis
Medical
08-02-57 07028 Stroke
Research 11-12-39 | 07030 Polio
Database 08-02-57 07029 Diphtheria
08-01-40 07030 Colitis
. .. Sensitive
Quastidentifier Information



Linkage attack: Link Private Information to Person

Date of Birth | Zip Code Allergy History of Iliness
03-24-79 07030 Penicillin Pharyngitis
08-02-57 07028 No Allergy Stroke
11-12-39 07030 No Allergy Polio
08-02-57 07029 Sulfur Diphtheria
08-01-40 07030 No Allergy Colitis
4 )

Bill is the only person born 08-02-57 In
the area of 07028é He has a history




k-Anonymity [SS98].
Eliminate Link to Person throuQluasiidentifiers

Date of Birth | Zip Code | Allergy History of Iliness
* 07030 Penicillin Pharyngitis
08-02-57 0702* | No Allergy Stroke
* 07030 | No Allergy Polio
08-02-57 0702* Sulfur Diphtheria
* 07030 | No Allergy Colitis

K(=2 Iin this example)-anonymous table



Property ok-anonymous table

AEachvalueofquadi RSY UG A FASNI F O ONROdzG Sa |
table (or it does not appear at all)

Y Each row of the table is hiddenik rows
YOI OK LISNAZ2Y Ay &pde®SR Ad KARRSY




k-Anonymity Protects Privacy

Date of Birth | Zip Code Allergy History of lliness
* 07030 Penicillin Pharyngitis
| 08-02-57 0702* No Allergy Stroke |
* 07030 No Allergy Polio
| 08-02-57 0702* Sulfur Diphtheria |
* 07030 No Allergy Colitis
/ [l L] [l \
Which of them is Bill& record?
Confusingé




k-anonymityc Problem Definition

o Input: Database consisting afrows, each withm attributes drawn from a finite
set of values

0 Assumptionthe data owner knows/indicates which of the m attributes are
Quastidentifiers (Ql)

0 Goal transformthe database in such a way thakisnonymousw.r.t. a giverk,
and theQls

0 How. By means of generalization asdppression

0 Objective Minimize thedistortion



k-Anonymity

AEachrecord must be indistinguishable with at le&st other
records with respect to the quasientifier

ALinkingattack cannot be performed with confidence &1

AFormaldefinition [Samarati2001]

ALetT(AS  X)be altable andQlbe a quasidentifier associated
with it.

ATis said to satisfi-anonymitywrt Qliff each sequence of values
In T[Ql]appears at least witk occurrences IM[Ql*

(* T[Q] is the projection ofl on quasiidentifier attributes)



Achievingk-Anonymity

/Generalization

AReplace specific quaisientifiers with less specific values until ggtentical
values

APartition orderedvalue domains into intervals

/Suppression
ARemove some records
AWhengeneralization causes too much information loss
ACKAE& A& O2YY2Y GAUOK a2dzif A SNEE€

A ots of algorithms
AAIMG 2 LINZ R dz@r®®nydidatioSsT udzialfyithout any clear notion of utility



Generalization Hierarchy

941 %%
9413 9414% person
/'T\
94138 94139 94141 94142  aslan black white
not released
been_married nevermarried not.released

married divorced widow single male female



k-Anonymity Is Not Enough

Ak-anonymity protects againstlentity disclosure but notattribute disclosure

ZIP Code | Age | Disease ZIP Code | Age | Disease
1| 47677 29 | Heart Disease [ 1 | 4765+ 2% | Heart Disease }
2| 47602 22 Heart Disease 2 | 476%* 2% Heart Disease
3| 47678 27 Heart Disease 3 | 476%* 2% Heart Disease
4 | 47905 43 Flu 4 | 4790% > 40 | Flu
5 | 47909 52 | Heart Disease 5 | 4790% > 40 | Heart Disease
6 | 47906 47 Cancer 6 | 4790% = 40 | Cancer
7 | 47605 30 | Heart Disease 7 | 476+ 3% | Heart Disease
8 | 47673 36 Cancer 8 | 476%* 3* Cancer
9 1 47607 32 Cancer [ 0 | 476%* 3 Cancer }
Table 1. Original Patients Table Table 2. A 3-Anonymous Version of Table 1

ALack of diversity in sensitive attributes of an equivalestass can reveal sensitive attributes



|-Diversity

A table Is said to havediversity if every equivalence class of the table hawsersity
i.e., thereare at least & ¢ Sdpriesented O f dzSa 7T atMbuieKS & S

Distinctl-diversity
Each equivalence class has at |éastll-represented sensitivealues

Does not prevent probabilistic inference attacks

Disease

(" HIV
HIV

8 records have HIV

10 records <

HIV

pneumonia 2 records have other values
q bronchitis




|-Diversity: Skewness Attack

Example
One sensitive attribute with two values: HIV+(1%)AB9%)
Suppose one class has equal number of HIV+ and HIV
Satisfies any-@iversity requirement

Anyone in the class has 50% probability of being HIV+ (compare it to 1% chance in overall
population)

Issue: When the overall distribution is skewed, satisflddiyersity does not
prevent attribute disclosure



I-Diversity: Similarity Attack

Bob (ZIP=47621, Age=26)

ZIP Code | Aee | Salary | Disease
1 | 476%* 2% 3K gastric ulcer
2 | 476%* 2% 4K gastritis
Leakage of sensitive info 3 | 476%% 2% 5K stomach cancer
L ow Salary [3K,5K] 4 | 4790% =40 | 6K gastritis
_ 5 | 4790% > 40 | 11K fln
Stomachrelated disease 6 | 4700* > 40 | 8K bronchitis
T | 476%% 3% K bronchitis
8 | 476%* 3% 9K pneunmonia
9 | 476%# 3% 10K stomach cancer

Issuel-Diversity does not take into account tsemanticcloseness of sensitive values



Abstractinggeneralizatioralgorithm

DATAFLY

Abstraction
process




